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The Nature and Evaluation
of Commercial
Expert System Building Tools

ESBTs make it
possible to build an
expert system in an
order of magnitude
less time than is
possible with Lisp
alone. This article
reviews such tools.

William B. Gevarter

NASA Ames Research Center

T he development of new expert sys-
tems is changing rapidly—in
terms of both ease of construction
and time required—because of improved
expert system building tools (ESBTs.)

These tools are the commercialized deriva-

tives of artificial intelligence systems devel--

oped by Al researchers at universities and
research organizations. It has been
reported that these tools make it possible
to develop an expert system in an order of
magnitude less time than would be
required with the use of traditional devel-
opment languages such as Lisp. In this
article, I review the capabilities that make
an ESBT such an asset and discuss current
tools in terms of their incorpofation of
these capabilities,

The structure of an
expert system building
tool

The core of an expert system consists of
a knowledge base and an accompanying
inference engine that operates on the
knowledge base to develop a desired solu-
tion or response. If oneis to use such a sys-
tem, an end-user interface or an interface
to an array of sensors and effectors is

US Government work not protected by US copyright.

required for communication with the refe-
vant world. (A “‘relevant world”’ is a system
or situation operated on by or in contact
with the expert system.) In addition, to
facilitate the development of an expert sys-
tem, an ESBT must also include an inter-
face to the developer

® 50 that the requisite knowledge base
can be built for the particular appli-
cation domain for which the system is
intended,

& so that the appropriate end-user inter-
face can be developed, and

s toincorporate any special instructions
to the inference engine (reasoning sys-
tem) that are required for the partic-
ular domain. -

“The character and quality of these inter-

faces are two of the main differentiations
between commercial tools and ESBTs
developed at universities and used in
research. Also important in the structure
of ESBTs are

® interfaces to other software and data-
bases, and

* the computers on which the ESBTs
will run—not only the computers
used for development of expert sys-
tems, but also those used for their
delivery to an end user.

Figure 1 summarizes the structure of an
ESBT.
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The Nature and Evaluation of Commercial Ezpert System Building Tools
WILLIAM B. GEVARTER B May 1987

The development of new expert systems is changing rapidly-in terms of both ease of construction and time
required-because of improved expert system building tools (ESBTs.) These tools are the commercialized
derivatives of artificial intelligence systems developed by Al researchers at universities and research
organizations. It has been reported that these tools make it possible to develop an expert system in an
order of magnitude less time than would be required with the use of traditional development languages such
as Lisp. In this article, I review the capabilities that made an ESBT such an asset and discuss current tools
in terms of their incorporation of these capabilities.
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MATTHEW SELF AND PETER CHERSEMAN July 1987

This paper shows that the common mebhod used for ing predictions under uncertainty in AI and science
is in error. This method is to use currdptly availgle data to select the best model from a given class of
o use this model to make predictions (we call this method
will not give misleading results when basing predictions
early best. For common classes of models we show that the

transduction). Using transduction, an Al syst
on small amounts of data, when no model is
optimal solution can be given in closed for

RIA-87-09-01-0

Introduction to Artificial Intelligen
WILLIAM B. GEVARTER September 1987
Artificial Intelligence (AI), soffetimes referred to as michine intelligence or heuristic programming, is a
technology now achieving pricticality that has recently at racted considerable publicity. Many applications
are now under developmept and dozens have already beey fielded. One simple view of Al is that it is
concerned with devising ¢dmputer programs to make computgrs smarter. Thus, research in Al is focused on
developing computationgl approaches to intelligent behavior.

The computer progranf with which Al is concerned are primar\ly symbolic processes involving complexity,
uncertainty, and ambjfguity. These processes are usually those f which algorithmic solutions do not exist
and search is requirgd. This, Al deals with the types of problem olving and decision making that humans
continually face in dealing with th;/world.
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Knowledge
representation

The knowledge that can be easily repre-
sented by the tool is a key consideration in
choodnsmESB’r.Asindiwedbyqure
2, there are three aspects of knowledge rep-
resentation that are fundamental to these
tools—olyect descriptions (declarative
knowledge such as facts), certainties, and
actions One method of representing objects
is by frames with or without inheritance.
(hhaimaﬂmknowbdggbmtobe
organized as hierarchical collections of
frames that inherit information from
frames above them. Thus, an inheritance
mechanism provides a form of inference.)
Frames are tabular data structures for
orpnizinlrepmenmionsofp:mypial
objects or situations. A frame has slots that
are filled with data on objects and relations
appmprimmthesitum'onolnvmion
of programming referred to as olyect-
orienied programming utilizes objects that
between objects; attached to these objects
mprocedmthnanbucﬁvnedbythe
mdptomeedanﬁwknowledce
can also be represented by parameter-value
pairs, by use of logic notation, and, to
some extent, by rules.

Actions change a situation and/or
modify the relevant database. Actions are
most commonly represented by rules.
These rules may be grouped together in
modules (usually as subparts of the prob-
lem) for easy maintenance and rapid

access. Actions may also be represented in

terms of examples, which indicate the con-
clusions or decisions reached. Examples
are a particularly desirable form of repre-
sentation for facilitating knowledge acqui-
sition, and inductive systems capitalize on
them. Examples are much easier to elicit
from experts than rules, and may often be
a natural form of domain knowledge.
Actions can also be expressed in logic nota-
tion, which is a form of rule representation.
Finally, actions can be expressed as proce-
dures elicited by either
® messages (in object-oriented pro-
gramming) or
o changes in a global database that are
observed by demons (‘‘Demons”” are
procedures that monitor a situation
and respond by performing an action
when their activating conditions
appear.)
In addition to the representation of
objects and actions, one must consider the
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degree to which the knowledge or data is
known to be correct. Thus, most ESBTS
have provisions for representing certainty.
The most common approach is to incorpo-
rate “‘confidence factors™; this approach
is a derivative of the approach used in the
Mycin expert system.! Fuzzy logic and
probability are aiso used.

An alternative way of handling uncer-
tainties or tentative hypotheses is to con-
sider multiple worlds in which different
items are tru¢ or not true in these alterna-
tive worlds. Another consideration. is
whether or not a deep mode! (which is a
structural or causal model) of the system

can readily be built with the tool in ques- .

tion as an aid in model-based reasoning.
(The same underlying model can often be
employed for other uses, such as preserva-
tion of knowledge and training.) Finally,

.

system size (for example, as measured by
the number of rules needed) can be of crit-
ical importance, as it can have an impor-
tant effect on memory requirements,
memory management, and runtimes.

Inference engine

Figure 3 indicates the major alternative
means by which an ESBT performs
inferencing. The most usual approach is
dlassification, which is appropriate for sit-
uations in which there is a fixed number of
possible solutions. Hypothesized conclu-
sions from this set are evaluated as to
whether they are supported by the evi-
dence. This evaluation is usually done by
backward chaining through {F-then (that is,
antecedent-consequent) rules, starting with

25



Figwre 3. Inference-engine

Figure 4. Posaibilities for '
the interface 10 the
developer.

rules that have the hypothesized conclu-
sions as their consequents Rules are then
searched for those that have as their con-
sequent the conditions that support the
antecedents (input conditions) in the
continues recursively until the hypothesis
is fully supported or until cither a negation
or a dead-end is reached. If either of the
latter two events happens, additional
hypotheses may be tried until some conclu-
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Backward chaining Viewpoins (contads)
Forward chaining
Hypothetical reasoning Truth maintenance
Object-oriented
Blackboard Hypothesizs and test
Logic
Induction
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Feature integration —Wid cards
Linking
Word processor
Line entry
Graphics-oriented
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Extensibility Batch
Knowiedge-base aditor
Graphical editor
Check for consistency
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Tracing - “How"
CASE ibrary facility
Explanation expansion
Screen formatting
Graphics utifities
Animation creation

sion is reached or the process is terminated.
This depth-first, backward-chaining

spproach was popularized by the Mycin_

expert system. The corresponding Emycin
ESBT shell? is the prototype of virtually
all the hypothesis-driven (that is, goa-
driven) commercial ESBTs currently
available.

Forward chaining starts with data to be
input or with the situation currently pre-
sent in a global database. The data or the

X.

Search control
Control over access

o knowledge base

situation is then matched with the antece-
dent conditions in each of the relevant rules
to determine the applicability of the rule to

the current situation. (The current situa-
tion is usually represented in the global
database by a set of attributes and their
associated values.) One of the matching
rules is then selected (for example, by the
use of mem-rules which help determine the

" order in which the rules are tried, or by pri-

orities), and the rule’s consequents are used

COMPUTER



10 add information to the database or to
actuate some procedure that changes the
global situation. Forward chaining pro-
ceeds recursively (in a manner similar to
that of backward chaining), terminating
either when a desired result or conclusion
is reached or when all relevant rules are
exhausted. Combinations of forward and
backward chaining have also been found
useful in certain situations.

Forward reasoning (a more general form
of forward chaining) can be done with
data-driven rules or with data-driven
procedures (demons).

Hypothetical reasoning refers to solution
approaches in which assumptions may
have to be made to enable the search pro-
cedure to proceed. However, later along the
search path, it may be found that certain
assumptions are invalid and therefore have
to be retracted. This nonmonodonic reason-
ing (that is, reasoning in which facts or con-
clusions must be retracted in light of new
information) can be handled in a variety of
ways. One approach that reduces the dif-
ﬁaxkyoftheeompuuﬁoniswwrydong
multiple solutions (these solutions repre-
sent different hypotheses) in parallel and
1o discard inappropriate ones as evidence
that contradicts them is gathered. This
approach is referred to as viewpoinis con-
sexts, and wordds in different tools. Another
approach is to keep track of the assump-
tions that support the current search path
and to backtrack to the appropriate branch
point when the current path is invalidated.
This latter approach has been referred to
by names like nonchronological backtrack-
ing A related capability is truth main-
tenance, which removes derived beliefs
when their conditions are no longer valid.

Object-oriented programming is an
approachin which both information about
an object and the procedures appropriate
to that object are grouped together into a
data structure such as a frame. These
procedures are actuated by messages that
are sent to the object from a central con-
troller or another object. This approach is
particularly useful for simulations involv-
ing a group of distinct objects and for real-
time signal processing.

The blackboard inference approach is
associated with a group of cooperating
expert systems that communicate by shar-
ing information on a common data struc-
ture that is referred to as a *‘blackboard.”’
An agenda mechanism can be used to

facilitate the control of solution develop-

ment on the blackboard.
In the case of ESBTS, logic commonly
refers to a theorem-proving approach
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involving unification. **Unification’ refers
to substitutions of variables performed in
such a way as to make two items match
identically. The common logic implemen-
tations are versions of a logic-
programming language, Prolog, that uti-
lize a relatively exhaustive depth-first
search approach. :

An important inference approach found
in some tools is the ability to generate rules
or decision trees inductively from exam-
ples. Human experts are often able to artic-
ulate their &pertise in the form of
examples better than they are able to
express it in the form of rules. Thus, induc-
tive learning techniques (which are cur-
rently limited in their expressiveness) are
frequently ideal methods of knowledge
acquisition for rapid prototyping when
examples can be simply expressed in the
form of a conclusion associated with asim-
pie collection of attributes. The human
builders of the resultant expert system can
then refine it iteratively by critiquing and
modifying the results inductively
produced. Inductive inference usually pro-
ceeds by starting with one of the input
parameters and searching for a tree featur-
ing the minimum number of decisions
needed to reach a conclusion. This
minimum-depth tree is found by cycling
through all parameters as possible initial
nodes and using an information theoretic
approach to select the order of the
parameters to be used for the remaining
nodes and to determine which parameters
are superfluous. An *‘information the-
oretic approach’ is one that chooses the
solution that requires the minimum
amount of information to represent it. The
depth of the tree is usually relatively shal-

_low (often less than five decisions deep), s0
large numbers of examples usually result in
broad, shallow trees.

Some tools incorporate demons that
monitor local values and execute proce-
dures when the actuation conditions of the
demons appear. These tools are particu-
larly appropriate for monitoring appli-
cations.

A number of tools offer a choice of
several possible inference or search proce-
dures. In systems built with such tools,
means are usually made available to the
system builder to control the choice of the
inference strategy, which the builder causes
10 be dependent on the system state. Such

“control is referred to as meta-control. One
form of meta-control is the use of control
“blocks, which are generic procedures that
tell the system the next steps to take in a
given situation so that the search will be

I

reduced, enabling a large number of rules
to be accommodated without the search
space becoming combinatorially explosive.

As the certainty of data, rules, and
procedures is usually less than 100 percent,
most systems incorporate facilities for cer-
tainty management. Thus, they have vari-
ous approaches for combining uncertain
rules and information to determine a cer-
tainty value for the result.

Pottern matching is often required for
mechanizing inference techniques, partic-
ularly for matching rule antecedents to the
current system state. The sophistication of
the pattern-matching approach affects the
capabilities of the system. Types of partern
matching vary—from matched identical
strings to variables, literals, and wildcards,
and can even include partial and/or
approximate matching that can serve as
analogical reasoning.

Other ESBT capabilities vary from tool
to tool. Some inference engines offer rapid
and sophisticated math-calculation capa-
bilities. One of the more valuable capabil-
ities is supplied by inference engines that
can manage modularized knowledge bases
or modularized solution subproblems by
accessing and linking these modules as
needed.

Another important consideration in 2
tool is the degree of integration of its vari-
ous fearures. Full integration s desirable so
that all the tool features can be brought to
bear, if needed, on the solution of a single
problem. For exarnple, in the case of ESBTS
incorporating both object representations
and forward and backward chaining rules,
it is desirable that expert-system developers
be able to mix forward and backward
chaining rules freely and be able to reason
about information stored in objects when
these actions are appropriate.

The interface to the
developer

Various tools offer different levels of
capabilities for the expert-system builder
to use to mold the system. The simpler
tools are shells into which knowledge is
inserted in a specific, structured fashion.
The more sophisticated tools are generally
more difficult to learn, but allow the sys-
tem developer a much wider choice of
knowledge base representations, inference
strategies, and the form of the end-user
interface. Various levels of debugging
assistance are also provided. Figure 4 pro-
vides an indication of the possible options

27



Figure 5. Possibilites for the
ond-aser interface.

Figure 6. Software and hard-
ware aspects of wols.

{options are tool dependent) that are avail-
able for each aspect of the interface to the
developer.

End-user interface

Once the expert system has been built,
its usability depends in large part on the
end-user interface. Figure § provides an
indication of the range of end-user facili-
ties found in ESBTs. Since most expert
systems are really intelligent assistants, the
end-user interface is often designed to
allow interactive dialogue. This dialogue
and/or the initial input most often appear
to the user as structured data-input
arrangements incorporating menu choices
that allow the user to answer requests by
the system for information. In some cases,
to increase system flexibility, systems will

28

accept multiple and uncertain user
responses and still arrive at conclusions
(though the certainty of the resultant con-
clusions is reduced). In sophisticated sys-
tems, graphics are often used to show the
line of reasoning when the system responds
to users’ ““how’’ questions; in simpier sys-
tems, a listing of the rules supporting the
system’s conclusions may be employed.

ESBTS often answer a user’s *“Why do you
need this information?’’ question by quot-

ing the rule for which the information is
required. The ability of the system to
answer the user’s “‘why’’ and ‘“‘how” ques-
tions is important, for it increases the end
user’s confidence in the system’s decision-
making ability.

Other capabilities often found in ESBTs
are facilities that allow the end user to
select alternative parameter values and
observe the effect on the outcome (these

<

andminb —E 1BM 370

— Others

facilities support “‘what if** queries), facil-
ities to allow the user to perform an initial
pruning of the line of questioning so that
the system need not pursue areas that the
user feels are irrelevant or unnecessary,
and the capability to save examples for
future consideration or use.

Very sophisticated tools often include
interactive graphics and simulation facil-
ities that increase the end user’s under-
standing and control of the system being
represented. Above all, the end-user inter-
face needs to be user friendly if the system
is to be accepted.

Programming-language
considerations

In addition to the structure and the
paradigms supported by a tool, the pro-
gramming language in which the tool is

COMPUTER



written is of major importance. The lan-
guage determines whether the expert sys-
tem is compilable and, if it is, whether
incrementally or in a batch mode. Compil-
ability reduces the memory requirements
and increases the speed of the expert sys-
tem; incremental compilability speeds
development. Figure 6 is illustrative of the

In general, the more sophisticated tools
have been written in Lisp. However, even
these tools are now being rewritten in lan-
guages such as C to increase speed, reduce
memory requirements, and to promote
availability on a larger variety of com-
puters. However, some new approaches to
mechanizing Lisp may reduce the speed
and memory advantages associated with
C.

The user can usually extend tools writ-
ten in Lisp by writing additional Lisp func-
tions.Thisi;alsotmeofsomeoftheother
languages, for example, Prolog and Pas-
cal. Similar extensibility is usually found
in tools having language hooks for access-
ing other programs or database hooks for
accessing other information. In some
cases, the expert system generated by the

tool is fully embeddable in other systems,

which produces increased autonomy.
Whether or not a system is fully embed-
dable in other systems and is therefore
capable of autonomous operations is
becoming increasingly important, now
that expert systems are moving from pro-
totypes to being fielded. Reliability and
memory management (in Lisp, the latter
takes the form of garbage collection) are
often important considerations for fieided
systems. **Garbage collection’’ is the col-
lection of no-longer-used memory alloca-
tions; these aliocations can slow the system
operation.

The computers supported by the various
tools are primarily a function of the lan-
guage and operating system in which the
tools are written, and the computer’s mem-
ory, processing, and graphics-dispiay capa-
bilities. The trend toward making expert
system shells available on personal com-
puws(mchasthosenmdeby[BM‘)mlﬂts
in part from the increasing capabilities of
these computers. However, this trend is also
partly owing to the writing of tools in faster
languages, such as C, and to taking advan-
tage of modularization in building the
knowledge base. As mentioned earlier,
such modularization involves decompos-

ing the problem into subproblem modules

and providing appropriate linking between
these modules as required during
operation.

May 1987
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Figure 7. Al fuaction capahilities.

Function capabilities

Of primary consideration are the func-
tion applications that can readily be built
with a particular ESBT. A review of the
major function applications follows (see
also Figure 7).

Classification. By far the most common
function addressed by expert systems is
dassification. **Classification””. refers to
selectinganmswerfmmaﬁxedsetof
alternatives on the basis of information
that has been input.

Below are some subcategories of classi-
fication.

o Iruerpresation of measuremenss. This
refers to hypothesis selection performed on
the basis of measurement data and corol-
lary information.

¢ Diagnosis. In diagnosis, the system not
only interprets data to determine the dif-
ficulty, but also seeks additional data when
such data is required to aid its line of
reasoning.

-» Debugging treatment, or repair. These
functions refer to taking actions or recom-
mending measures to correct an adverse
situation that has been diagnosed.

S

o Use advisor. An expert system as a front
end to a computer program of to a piece of
machinery can be very helpful to the inex-
perienced user. Such systemns depend both
on the goals of the user and the current sit-
uation in suggesting what to do next. Thus,
the advice evolves as the state of the world
changes. Use advisors can also be helpful
in guiding users through procedures in
other domains (for example, auto repair
and piloting aircraft).

Classification and other function appli-
cations can be considered to be of two
In surface reasoning, no model of the sys-
tem is employed; the approach taken is to
write a collection of rules, each rule assert-
ing that a certain situation warrants a cer-
tain response or conclusion. (These
situation-response relationships are
usually written as heuristic rules garnered
from experience.) In deep reasoning, the
system draws upon causal or structural
models of the domain of interest to help
arrive at the conclusion. Thus, systems
employing deep modeis are potentiaily
more capable and may degrade more
gracefully than those relying on surface
reasoning.

29



mm.Amvnwdqummmmwmn

particuler fascion spplications.

:.\ j’ »
§/8 /8 e £
f/‘}‘éfé

o© [} [ ] [} o o °

C & PORWARD REASONING o (] . . . . ° . L] inif
8C, PC. & PORWARD REASON. . . . o ° ° . . ° q,
HPOTHETICAL REASONNG ] . . o ° o o 3
ORIECT-OMENTED e L] o . L] ° [ o .
SLACKSOARD ] . L] . ° o o 9 .

NOUCTION . L] ° - ° o o
OBJMICT DESCRWPTION

FRAMES » L] . Qo o L] ] o

FRAMES W/ INWERITANCE [ e . o ° e [} ]
ORECTS o L o . ° [} a .
PARAMETER VALUES PAIRS L] o [} ° ° L]

Lome a o ° ° ° -] ° °

ALES e e ° ] ° e ° o ° ;
CERTAMNTIES . L] [ e o o [ -] 9 v
ACTIONS &
ANES Y » ' - . L] [ 3 - . A
EXAMMLES . ° ° ° ) ° o ° .’;,'
LOBIC . . [ L] ° ° ° °
MEMASES ° L} [} . ] ° e 3 * )77
PROCEDURES 0 -] . . . o o . o ¥
Design and synthesis, ‘‘Design and syn-  and resource constraints do not permit all

thesis’’ refers to configuring a system on
the basis of a set of aiternative possibilities.
that the system must meet as well as gui-
dance for steps the system must take to
meet the user’s objectives.

Inniligent assistapt. Here the emphasis is
on having & system that, depending on user
needs, can give advice, furnish informa-
tion, or perform various subtasks.

Prediction. *‘Prediction’’ refers to fore-
casting what will happen in the future on
the basis of current information. This fore-
casting may depend upon experience alone,
or it may invoive the use of models and for-
mulas. The more dynamic systems may use
simulation to aid in the forecasting.

Scheduling. *“Scheduling’* refers to time-
ordering a given set of tasks so that they
can be done with the resources available

Plasming. ““Planning’ is the selection of
a series of actions from a complex set of
alternatives to meet a user’s goals. It is
more complex than scheduling in that tasks
are chosen, not given. In many cases, time

30

goals to be met. In these cases, the most
desirable outcome is sought.

Moaltoring. ‘‘Monitoring’’ refers to
observing an ongoing situation for its
predicted or intended progress and alerting
the user or system if there is a departure
from the expected or usual. Typical appli-
cations are space flights, industrial
processes, patients’ conditions, and enemy
actions.

Comtrol. Control is a combination of
monitoring a system and taking appropri-
ate actions in response to the monitoring
to achieve goals. In mary cases, such as the
operation of vehicles or machines, the
tolerable response delay may be as small as
milliseconds. In such a case, the system
may be referred to as a real-fime system.
“Real-time”’ is defined as “‘responding
within the permissible delay time’’ to the
end that the system being controlled stays

- within its operating boundaries.

Digest of information. A system perform-
ing this function may take in information
and return a new organization or synthe-
sis. One application may be the inductive
determination of a decision tree from

&

eamples. Others may be the assessment of
military or stock market situations on the
basis of input data and corollary infor-
mation. ’

~ Discovery. Discovery is similar to digest
of informarion except that the emphasis is
on finding new relations, order, or con-
cepts. This is still a research area. Examples
include finding new mathematical con-
cepts and elementary laws of physics.

Otisers. There are other functions, such
as learning, that are directly subsumable
under the ones I have enumerated thus far.
In many cases, these functions (and some
of those already mentioned) can be ingeni-
ously decomposed into functions discussed
previously. Thus, for example, design and
some other functions can often be sepa-
rated into subtasks that can be solved by
classification.

Importance of various
ESBT attributes for
particular function
applications

Table | *is an attempt to relate the var-
ious attributes that are found in different
ESBTs to their importance in facilitating
the building of expert systems that per-
form different functions. A solid circle
indicates an attribute that is very worth-
while in helping to build that function. An
open circle indicates that it is a lesser con-
tributor. A empty cell indicates an attrib-
ute that does not provide a significant
contribution. As indicated earlier, the
evaluation is subjective because, depend-
ing on the insight and ingenuity of the sys-
tem developer, some of the functions can
be decomposed into other functions.
Thus, Table | reflects what I see as
obvious and perhaps necessary attributes
for straightforward construction of expert
systems that perform the indicated
functions.

*n the future, various ESBT approsches may be
shown t0 be Turing Machine equivalents, which
would mean that any computation could be per-
formed by them. Therefore, it usually cannot be
said definitively that ESBT x cannot perform
function x Thus, Table | in the sidebar is really
an attempt to reflect my perception of which
ESBT attributes simplify the programming of
virious expert-system functions.

COMPUTER



Brief descriptions of commercial ESBTs

The following are descriptions of some of the current com-
mercial expert system building tools in common use. The
stiributes of these tools are summarized in Tables 1 and 2 for
sasy comparison. This sidebar is not intended to be an
axhaustive survey. For ample, VP-Expert, an inexpensive
(unwmwupabhmlobmdesmmm&m' SR
recently been introduced by Paperback Software in Berkeley,
Calit. GEST, an evoiving universi ESET from Geor-_
gia Tech, provides high-order capabilities (such as muitipie
knowledge representations) at a fraction of the cost of com-
mercial, more polished tools otfering similar capabilities.
GURU, from mdbe in Lafayetts, ind., a composite ESBT inte-
grated with a database spreadsheet and natural-language
front end, is aiso available. e I

L L Cme =

ART Is & versatile tool that incorporates & sophisticatad pro-
mnwnmgwkbonchltmonndvanudmwmm-
workstations such as those produced by Symbolics, LML T, -
mnmmmmmbmwm.mmqm
that sliows hypothetical ronmonotonic reesoning, in non-
nwmmﬂng.mulﬂphwm“cuﬁdmln
pwumnmmmmwwammmm
mnmwmlmwmpdmnluummm
interfaces for browsing both its

forward-chaining system with sophisticated user-defined pat- -
temn matching: the pattemn matching is based on an enhanced
version of an indexing scheme derived from OPS5. {OPSSis
discussed below.) Object-oriented programming is made avall-
ﬂmeMm(mmemm
objects arw called schemata). ART has & Hlaxible graphics
workbench with which to create graphical interfaces and

performance. T achieve this performancs, ART compiles its
frame-based as well as its relational knowiedge into logic-like
assertions (the latter are called discrimination networks).
Applications particularly suited for ART are planning/scheduk
ing, simuation, configuration generation, and design. Cur- -
rently written in Lisp, ART empioys a very etficient, unique
memory managemant system that virtuaily eliminates gar-
bage collection. A C-anguage version is now available. (Fur-
ther information on ART |s available from Inference Com.,
5300 W. Century Bivd., Los Angeies, CA 90048; (213) 417-T87)

KEE VR e

Kas, which runs on-advanced Al computers, is the most
widely used programming environment for building sophisti-
cated expert systems. Important aspects of KEE are its mul-
tifeature development environment and end-user interfaces,
which Incorporate windows, menus, and graphics. KEE con-
tains a sophisticated frame system that allows the hierarchi-
cal modeling of objects and permits multiple forms of
inheritance. KEE aiso offers s variety of reasoning.and analy-
sis methods, Inciuding object-oriented programming, forward
and backward chaining of rules, hypothetical reasoning
(which Is incorporated as KEE Worids), a predicate-logic lan-
guage, and demons. it has an open architectyre that supports
usendefined inference methods, inheritance roles, logic oper-
ators, functions, and graphics. KEE has a large array of
graphics-based interfaces that are developer/user controlled,
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including facilities for graphics-based simulation (the
graphics-basad simulation facility, Sim Kit, is availabie at
extra cost). KEE has been used for applications in diagnosis,
monitoring, real-time process control, planning, design, and
simulation. (Further information on KEE is avallable from
intelliComp, 1975 El Camino Reai West, Mountain View, CA
94040; (415) 985-5500.)

Knowledge Craft

Knowledge Craft (KC) is a hybrid tool based on frames that
have user-defined inheritance. it is an integration of the Car-
negie Metion version of OPSS and of Prolog and the SRL
frame-reprssentation language. It is a high-productivity tool kit
for axperienced knowiedge engineers and Al system builders.
Frames are used for declarative knowledge; procedural knowi-
adge is implemented by the attaching of demons. KC is caps-
ble of hypothetical {(nonmonotonic) reasoning when Contexts
{a facility offering alternative worlds) is smpioyed. Search is
user defined. A graphics-basad simulation package (Simula-
tion Craft) is available. Designed to be a real-time System, KC
is particularly appropriate for planning/scheduling and, to an
extent, s appropriate for proceas control, but it is something
of an overkill where simple classification problems are con-
cemaed. (Further information on Knowledge Craft is available
from Camegie Group, Inc., 850 Commerce Court, Station
Square, Pittsburgh, PA 15218; (412 642-6900.)

Picon

Picon is designed as an object-oriented axpert system sheit
for developing reak-time, on-line expart systems for industrial
sutomation and other processes that are monitored with sen-
gors during real time; such processes are found in some
serospace and financial applications. Picon operates on the
LMt Lambda/Plus Lisp machine and the Ti Explorer, which
combine the inteliigent processing power of a Lisp processor
with the high-speed numeric processing and data-acquisition
capabilities of an MC88010 processor. The two processors
cperate simuitaneously, enabling Picon to monitor the system
in real time, detect events af possible signiticance in process,
diagnose and decide on an appropriate courss of
action. Picon’s icon editor and graphics-oriented display ena-
ble a developer with minimai Al training to construct and rep-
resent a deep model of the process being automated. Rules :
about the process are entered by means of a menu-based -
natursi-language interface. Picon supports both forward and Yy
backward chaining. (Further information on Picon is available -
trom Lisp Machine, Inc., 6 Tech Dr., Andover, MA 01810; (817
089-3554.) )

Sa

S1is & powerfut commercial ESBT aimed at structured clas- .
sification problems. Facts are expressed in a frame represen- L
tation; judgment-type knowledge is expressed as rules. ke
Though ostensibly a backward-chaining system, 8.1 performs

- forward reasoning by means of a patented procedural control

block technique. Control blocks can be viewed as implementa-
tions of tlow diagrams; they guide the system procedure by
telling the system the next step to take in the current situs-
tion. Control biocks can invoke other control blocks or rules,
or they can initiate interactive dialogue. Control blocks are &
powerful, knowiedge-based means of controlling the search,
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“ES EﬂviﬂmmentW or MVS

ESE s an Improved version of Emygins it is

_classification problems, but does ailow for forward chaining.. _ Menio Park, CA 94025; (415) 858-3000.) o
. 1t consists of two components: a development interfaceand s Co T PR T SRR
kwwlhtlonlnhrfwsgmwalockmmnhu Emage L L L R
'__;,mmrbdmmmmmomwmmm&m, ]
e fiow of inference and, thus, o increase the systemspeed. -
" ESE/VM and ESE/MVS have good utilities for enabling the rules, one enters logical assertions. Non-Prolog features.
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* developer to fashion the userInterface and to incorporate
~ graphics in the user interface when appropriate. ESE is partic-
" ularly suitable for IBM mainframe users who must interface
_with existing software and databases. (Further information on
ESE is availabie from |BM, Dept. M52, 2800 Sand Hill Rd.,

sage It & Prolog-derived tool. Thus, Instead of entering

< Include demons, fuzzy logic, and Bayesian probabilities.
" Envisage |s primarily aimed at classification problems. (Fur-
- tvar Information on Envisage is available from System
" Designers Softwars, Inc., 444 Washington St., Suite 407,

* Woburmn, MA 01801; (617) 835-8009.) ) , s
. KES s athres-paradigm system that supports production
" rules, hypothesize-and-test rules (hypothesize-and-test rules
use the criterion of minimum set coverage to account for
data), and Bayesian-type rules for domains in which knowh
edge can be representsd probabilisticaity. KES is primarity
. geared to classification-type problems. KES can be embedded
. inother systems. The hypothesize-and-test approach starts
" with a knowledge base of diagnoestic conclusions (that is,
" " classifications) with their accompanying symptoms (alsa
called “characteristics™). The session begins with the ssiec-
tion by the system of the set of all diagnosaa that match the:
~_ first symptom of the given problen; the system then reduces
" *this set as the remaining problem symptoms are considered.

“

= -r.;‘i: If the Initial set of diagnoses does not include all the remain-

- ing symptoms, new diagnoses are added to the set tocover
" these casea. (Further Information on KES is svailable from - -
Ms’upmmm.mmzmmmmq; S

R .

M1

M.1ls s PC-based ESBT targeted for soivable problems
. rathee than for exploratory programming. it is & basicaily
~ packward-chaining system designed for clasalfication. It
" includes the capability for meta-level commands that direct
foraardnuonlno.wmtmmc.ltunrudﬂybtlnmmd
Into existing conventional software. its main drawback is that
It has no true object-description capability and therefors can-
not readily support deep systems. However, M.t does have a
o ’goodutafdmiommtoohmddtnlopwmduw
h Mlammlnm:ﬂononu.}bwhbb

=y NptwtOlei-upmduLml&buod(ootcoddrnCto
_fun on s Macintosh with 512K of RAM; the Mac Plus, orthe
1BM PC AL It has editing facilities comparable with those:

- found on a large toot designed to run on the more sophisti-
cated Al'machines. The system ailows the daveioper to group
mloolmacamoﬂuwﬂ\atmommmuwloduponiy

“: > when they are appropriste. Nexpert Object supports variable

rules and combinations of forward and backward chaining.
. Thesystem can automatically generate graphical representa-
tions of networks of rules; thesa representations of networks
.- indicste how the rules reiate to one anothec Similar networks
- mummdmmbﬂdmmmmlm

TN NN TR VARSI prve

" Software Architecture and Engineering, inc., 1800 Wilson - "




includes the capabilities of both frame representations that
have muitiple inheritance and of pattern-maiching rules, so -
deep reasoning is tacilitated. Nexpert Object is a sophistl-
cated system with & focus on the graphical representation of
both the knowledge bases and the reasoning process, which
makes possible natural and comprehensible interfaces for

mm&.wmmmmmwm&.

Paio Alto, CA 94301; (415) 321-4488) -~ - .-

PC+ Is an attempt to provide on & personal computer many
of the advanced festures found in more sophisticated tools; -
such toois include KEE. Thus, PC+ utilizes frames with attrib-
ute Inheritance, and ruies. PC+ supports the backward-
chaining approach derived from Emycin. it aiso inciudes
forward-chaining capabilities without variabie bindings. PC+
has an extensive set of tools for both deveiopment and execy-

slon supports up to 2ZM bytes of expanded or extended
memory for Increased knowledge-base capacity. it sisc sup-
ports the IBM Enhanced Graphics Adapter and 5588 to the
populas dBase Il and Iil database packages on the IBM PC. A
version of PC+ ls aiso zveilable for the T? Explover Lisp
Machina PC Easy, a simplified version of PC+ without -~ -
frames, |s aiso offered. (Further information on PC+ is avalle
" ble from Texas Instruments, inc., PO Box 209, MS 2151, Austin,

tion that incorporats user-friendly intsriaces. The new 20 ver- -

classification-type probleme. Rules are of the If-then-eisé

typs Exsys Inciudes & runtime module and & report generator. N
Exsys can interface to the Cailfomis intelligence company's

after-market products: Frame (t0 provide frame-based knowi-
edge repressntation) and Tabiet {to provide a blackboard

knowledge-sharing facility that incorporates tables). (Further
information on Exsys 3.0 is available from Exsys, inc., PO Box

system aimed at rapidly prototyping and deiivering classifics-
tion appHications In the 50-t0-800 rule range. It uses probabill-
ties and Bsyesian statistics to handie uncertainties and lack
of information. its outstanding features arw [ts excellent
deveicper and end-user intesfaces, which festure pop-up win- -
dowing environments. These areaccompanied by e natural
Interface and very good debugging facilities. The.
profsssional version interfaces with s video disk and is siso:
able to do extended mathematical calculations. (Further infor
ware Corp, 1875 8. Grant St., San Mateo, CA 94402 02-2689; (415)

ESP Advisor and ESP Frame-Engine

ate for designing expert systems that guide an end user in per-

forthing & detailed opaeration involving technical skill and
knowiedge. The developer builds the system by programming

.. in KRR (Knowiedge Representation Language), a sophisti-
" cated and versatile language that supports numeric and
. variables, including facts, numbers, categories, and phrases.

Prolog’s heritage Is clearly apparent in the system’s abiiity to
~support a full set of logic operators, which enables the
‘developer to write sfficient, complex rules. The ESP consulta-

- " tion shell offers a well-designed, muitipanel dispiay that
B makes good use of color. A text-animation feature ailows the

mbvmmuwpoinﬂnncmwmmw
ESP Advisor was designed as an introductory prototype.tool,

" itm extensibility makes expert systems of greater complexity

U E

possible. ESP Frame-Engine supports framas with inheritancs,

forward and backward chaining ruies, and demons. (Further
Information on the ESP products is availabie from Expert Sys-

. tems Intemational, 1700 Wainut St., Philadeiphla, PA 19103;

(215) 735-8510.)

Insight2+ - - -

" insight 2+ Is primarlly a rule-based, backward-chaining

- A A4

(that Is, goal-driven) system, but It can support forward chain-

muﬂLFxnmwMumMMﬂv
single-value or muitivaiue attributes. Rules are entered in PRL

.. (Production Rule Language). The knowiedge base is compiled

’anﬂmmmbhmdbdbymgmofmﬂ-
- ristic problems, for which it is s useful tool. its ability to
. access external programs and databases is & major snhance-

" ment (Further information on insight 2+ is availabile from-

Level Five Research, Inc., 503 Fifth Ave., indislantic, FL 3200
(305) 729-0048.)

TIMM

TIMM is an inductive system that bulids rules from exam-
. ples. Examples are first translated into rules, which are then

, uaed 10 bulld more powerful generaiized ruies. TIMM handies
.. " contradictory examples by arriving at a certainty that is based

- o averaging these examples’ conciusions. Partial-match ana-
logical inferencing Is used to dee! with incomplate or non-
matching date. TIMM indicates the reliablility of its resuits.
The expert systems that resuit from it can be embedded in
other software programs. (Further Information on TIMM is

R, McLean, VA 22102; (703) 893-5000.)
Rulemaster 3.0

" Though Rulemaster s capable of independent forward wnd

' backward chaining, its major distinguishing feature Is its
capability for inductively generating ruies from examples. it

methods for representing deep models, if is best used for heu-

" svallsble from General Ressarch Com., 7655 Oid Springhouse

5731583 _ aiso offers fuzzy logic. Interaction with the knowledge bass is-
. - accomplished by maans of & text editor. if they prefes, knowl-

. edge enginssrs can develop Ruiemaster applications by writ-
mm&mmu\ommmumomum
instead of using exampies. However, a strong programming
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to other computse programs. (Funhuﬁtfomﬂmom
Rulemaster |s available from Radian Corpx, 8501 Mo-Pac |

: mssmmconmmfmmmpm )
) cmbogtwpodbmwedqcmodulo;&meD&

- large systems. Both forward and backward chaining are' sup-—
" ported. KDS3 can taks input from external programs and sen-

" sors and can drive external programs:; Expert systeins bulit -

with KDS3 can be made eithes (a). Interactive or (b) fully auto- "
‘matic for lntalllgont process ¢ mmmﬂnmtunlawdtv

Mcmbcdmmln real tlm¢ KDsalneomonm;bllck-\- .
. boerd by means of which knowledge modules.can communi-

“catw KDS‘L"MM the blackboard facility lsdooudlabh

uwmumummmuttmnwmmm
ﬂnmm which employs optimized rule tress that ..
-dtm.ﬂomlnhbutm mmmm..um A
: Mm-mnbmmm1socam|mmmm P
lsd.dqn«tb interface readily with oth‘rsoﬁm (Further

Attributes of particular
commercial ESBTs

The sidebar entitled *‘Brief descriptions
of commercial ESBTs’’ presents some of
the better-known commercial ESBTs.
Attributes of these ESBTs are listed in
Table 1 of that sidebar. Inclusion of an
ESBT in the sidebar in no way represents
an endorsement of that product. The
descriptions and listings have been con-
structed from company and noncompany
literature, discussions with company
representatives, demonstrations, explora-
tory use of the tools, and so on. However,
some incompleteness, errors, and over-
sights are inevitable in such an endeavor,
0 it behooves the interested person to use
this material as a guide and to examine the
systems directly. Direct examination is
particularly important because increasing
competition is forcing ESBT developers to
make rapid improvements and changes in
both their systems and their prices.

A comparative, com-
posite view of the
various tools

Table 2 of the sidebar provides a com-
posite view of the various ESBTs. Many of
the attributes have been integrated to pro-
vide a more easily understandabie picture
of the capability of the tools in each sub-
category (for example, the rule and proce-
dure attributes have been combined into
“representation of actions’’). A solid cir-
cle indicates that the tool appears to be
strong in a subcategory, an open circle
indicates that it appears to be fair, and an
empty cell indicates little or no capability
in that area. Note that by relating each
tool’s attributes to its functional impor-
tance, 1 have attempted to indicate each
tool’s suitability for developing various
function applications. Also, note that the
more expensive (and correspondingly
more sophisticated) tools have the widest
applicability. This is often because they are
a collection of different paradigms incor-
porated into a single tool. As a result, they
may often be regarded as higher order pro-
gramming languages and environments,
instead of as simple shells into which infor-
mation is inserted to create an expert sys-
tem directly. The sheil model is more
nearly true of the simpier induction sys-
tems; such systems can be considered as
knowledge-acquisition and rapid-
prototyping tools from which more com-

39



Rule or size imit
Function capablliies

Training
Company support

User satistaction—Is systam poor, fair, good, or exceflent?

mtmh“awmdaw.

plex systems can be built by means of other
tools by enlarging upon the simple rules

Overall usability of a
tool

Figure 8 summarizes some of the aspects
that enter into the critical ESBT attribute
s‘overall usability of a particular tool.”” In
addition to obvious factors such as costs
and function applicability (function
appliubilityiumum,eofwhichfunc-
tions are easily accomplished with a tool
and which are difficult to accomplish with
it), tool choices should be guided by the
size of the system to be built, how rapidly
nsymoftbe;ivensizundcompledty
anbebuikwiththetool.mdthespeedof
opeaﬁononhezoolbothduin;devdop-
ment and, particularly, during end use.
(During end use, sub-ciements of the tool
act as a software delivery vehicle for the
developed expert system.) Perhaps the
most important factor, however, is the
degree of satisfaction of both the
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developer and the end user. This is related
to how obvious the uses of the tool features
are, how direct the lines of action to the
user’s or developer’s goals are, the control
have over the system, the nature of the
interaction or display (for example,
whether they take place by means of menu
or graphics), how easy it is to recover from
errors, the on-line heip that is furnished,
and the perceived esthetics, reasonable-
ness, and transparency of the system. Also
of major importance is how easy it is to
learn the system. This often depends on
many of the factors already discussed, but
is also closely reiated to how apparent the
choice is at each step (for example, the
apparent choice when menus are used is
different from the apparent choice when
programming is required), the quality of
the documentation and on-line help, and
the ESBT's structure. Manufacturer-

.sponsored courses help; however, these are

often expensive and inconvenient. A
related factor is manufacturer support of
the tool, particularly the availability of

/e

.

Finally, such factors as the system’s
portability, the computers it will run on,
the delivery environment, the system’s

evaluation of a tool. A more difficult fac-
tor to evaluate is the ease of prototyping
versus life cycle cost. As prototypes are
expanded into fielded systems and as they
are iteratively further expanded and
updated, difficuities are often encountered
in system stability, runtime, and memory
management.

Though many of these factors can be
deduced from the tool’s specifications and
from system demonstrations, in many
cases one can properly differentiate
between two tools intended for the same
appliationonlyifbeorshelwnsboth
systems and attempts to build the same set
of applications with each one. Neverthe-
less, the factors described in this article and
the initial evaluation furnished in the side-
bar should prove useful as initial guides to
potential users.

T o date, ESBTs have made possi-
bie productivity improvements of
an order of magnitude or more in
constructing expert systems. Current tools
are only forerunners of ESBTs yet to
come. The trend is toward less expensive,
faster, more versatile, and more portable
tools that will readily make possible devel-
opment of expert systems that can directly
communicate with existing conventional
software such as databases and spread-
sheets, and can also be embedded into
larger systems, with resuiting autonomous
operations. Higher-end ESBTs are now
moving from Lisp machines to more con-
ventional workstations that are less expen-
sive. Lower-end systems are becoming
more capable and now appear on IBM
PCs and Macintoshes. Delivery systems,
which utilize a subset of the complete
ESBTs (ESBTs with the development por-
tion removed) are now allowing the com-

pleted expert system to be delivered on

personal computers or workstations. In
addition, versatility will be enhanced with
increased choices of inference engines such
as blackboard systems. Also in the works
are modular ESBTs that will allow the
developer to choose various knowledge
representations and inference techniques
as he or she desires and still be able to build
an integrated system. Already appearing
are ESBTs coupled to other software sys-
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tems such as databases and spreadsheets.
Also beginning to appear are expert sys-
tems that are specialized to specific func-
tions such as scheduling, process coatrol,
and diagnosis.

Finally, the developer and end-user
interfaces are getting friendlier and more
capable. One of the things providing
greater capability is the increased use of
graphics.and graphical simulations. It is
expected that as these friendlier systems
emerge, there will be increased develop-
ment of expert systems directly by the
experts themselves.

The rich and growing variety of ESBTs
may make it more difficult to choose a
tool, but if it is properly selected, the tool
will be more closely matched to developer
and end-user needs.[]
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